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EXECUTIVE SUMMARY

The combination of retreating US leadership and the COVID-19 pandemic has emboldened China to expand and promote its tech-enabled authoritarianism as world’s best practice. The pandemic has provided a proof of concept, demonstrating to the CCP that its technology with ‘Chinese characteristics’ works, and that surveillance on this scale and in an emergency is feasible and effective. With the CCP’s digital authoritarianism flourishing at home, Chinese-engineered digital surveillance and tracking systems are now being exported around the globe in line with China’s Cyber Superpower Strategy.

China is attempting to set new norms in digital rights, privacy, and data collection, simultaneously suppressing dissent at home and promoting the CCP’s geostrategic goals. The danger for other countries importing Chinese technological solutions is that it will result in a growing acceptance of mass surveillance, habituation to restrictions on liberties, and fewer checks on the collection and use of personal data by the state, even after the public health crisis subsides. Democratic governments need to be vigilant in setting standards and preserving citizens’ rights and liberties.
INTRODUCTION

In April 2020 Dr Ai Fen, head of the emergency department at Wuhan Central Hospital, gave an interview to Chinese magazine *Renwu.* She described in great detail how, late in December 2019, she had begun receiving numerous patients into the emergency room with flu-like symptoms that were resistant to the usual treatments. She recounted how she “broke out in a cold sweat” when the first virus report of one of those patients came back. She hastily circled the words “SARS coronavirus”, screen-shot the report, and sent it to colleagues. Very quickly, her report circulated around Wuhan medical circles. But instead of mobilising the hospital and authorities, Dr Ai’s actions saw her reprimanded by the hospital disciplinary committee for “spreading rumours” and “harming stability.” Rather than warning staff and the public, hospital authorities told staff not to wear personal protective equipment and relayed instructions from the local health protection committee that, to avoid causing panic, doctors were prohibited from sharing messages and reports related to the virus.

Dr Li Wenliang, whose private post regarding coronavirus went viral on social media, was forced to sign a letter of admonition issued by Wuhan police in which he admitted to severely disturbing “social order”. Dr Li later died of COVID-19. Image: Wikimedia Commons.
Dr Li’s death sparked outrage in China and was accompanied by calls for greater freedom of expression, government accountability, and opposition to online censorship. Thousands of posts on messaging app WeChat and micro-blogging platform Weibo mourning the death and criticising authorities were not immediately suppressed by internet censors, echoing brief windows of openness that the Chinese Communist Party (CCP) allowed during previous times of crisis. The storm over Dr Li’s death also prompted China’s National Supervisory Commission to conduct an inquiry into the handling of early reports of the virus and Dr Li’s treatment. The official investigation report exonerated Dr Li, apologised to his family, and concluded that the police handling of his reprimand was inappropriate. Wuhan province-level officials were also removed from their posts.

But the same official investigation warned that “hostile forces with ulterior motives, who tried to stir up trouble, delude people, and instigate public emotions, are doomed to fail”. Censors began to remove internet posts and block trending hashtags #WeWantFreedomOfSpeech and #Wuhan Government Owes Dr Li Wenliang An Apology. With the help of artificial intelligence-powered search engine tools, the same internet police that silenced Dr Li were efficiently dispatched to pursue netizens who had written critically about the Chinese government’s handling of the outbreak and Dr Li’s treatment.

Meanwhile, another doctor from Wuhan Central Hospital, Dr Hu Weifeng, died. And Dr Ai, who originally alerted colleagues to the human transfer, had gone missing after her interview with Renwu magazine. Although Dr Ai confirmed in a later interview with Radio Free Asia on 14 April that she was safe, rights groups remain concerned that these reassurances were made under pressure from Chinese authorities. Dr Ai’s interview also disappeared from the Chinese internet, preserved only in alternative language blog posts.

Globally, China has been heavily criticised for suppressing early information on COVID-19’s emergence, a decision that almost certainly exacerbated the human and economic costs of the global pandemic. According to one study, the CCP could have prevented a significant proportion of COVID-19 cases had they acted on the first warnings and enacted non-pharmaceutical measures (such as quarantines) weeks earlier than was the case.
Dr Ai Fen, Director of Emergency at Wuhan Central Hospital, went missing after an interview with Renwu magazine in which she discussed a spate of patients presenting with a new strain of SARS/coronavirus. Image: Renwu/handout.

The CCP has reacted to this criticism with further censorship and propaganda both within China and through external diplomatic efforts. For example, within China, the Cyberspace Administration of China (CAC) has forbidden the online circulation of videos or posts criticising police enforcement of quarantine restrictions. Social media posts critical of the CCP’s handling of the pandemic are routinely blocked or removed, as are critics’ calls for transparency and greater accountability.

This online information suppression increasingly bleeds over into the real world. There are indications that the CCP has escalated its punishment and detention of those who post critically or unfavourably on the government’s COVID-19 response or call for greater internet freedoms. The Freedom House China media bulletins have tracked numerous cases of ongoing detention of critics and online censorship since the onset of the pandemic.

But the COVID-19 crisis has done more than generate CCP censorship, information suppression, and manipulation at home. Disinformation campaigns originally aimed at a domestic audience, such as the narrative that the virus originated in the United States rather than
China, leaked out internationally and became part of the CCP’s global propaganda. The pandemic has prompted China to commence what American analyst Laura Rosenberger has dubbed an “information offensive” — a mix of overt and covert operations designed to seed disinformation, discredit other governments’ pandemic responses, and praise China’s domestic response and ‘mask diplomacy’ abroad.18

In part, this is an attempt to quell the global backlash against China’s early mishandling of the outbreak. But the pandemic has also provided an opening for China to ‘sell’ its model of governance and emergency management abroad. China is touting its draconian public health response, including the rapid shutdown of affected provinces, widespread digitised contact tracing, and quarantine enforcement, as a ‘best practice’ model of authoritarian governance. This model was executed via both old-fashioned human-propelled grid management, and through digital technologies, including cutting-edge experimentation with data analytics, digital tracing, and other artificial intelligence (AI) tools.19

This Lowy Institute Analysis explores the ways in which China has used the COVID-19 pandemic to expand its model of digital authoritarianism at home, and the degree to which this expansion has helped to export, promote, and normalise the tools of tech-enabled authoritarianism abroad. This is especially important at a time when China is actively pursuing its ambitions for technological dominance, and when a range of governments are curtailing liberties and freedoms and using data collection and surveillance technology in their public health responses to stop the spread of coronavirus. China’s use and export of digital authoritarianism during the COVID-19 era warrants careful analysis, given its far-reaching implications for the rest of the world.20
DIGITAL AUTHORITARIANISM EXPLAINED

In essence, digital authoritarianism — also known as tech-enabled authoritarianism — is the use of technology by authoritarian governments not only to control, but to shape, the behaviour of its citizens via surveillance, repression, manipulation, censorship, and the provision of services in order to retain and expand political control. Numerous illiberal or authoritarian governments in East and Central Asia, the Middle East, Africa, and Latin America are using aspects of technology to control their citizens and shore up their regimes. But China and Russia are the main practitioners, and China in particular is spreading its digital authoritarianism model and mechanisms through a combination of technology exports, domestic example-setting, and international engagement.21

Identifying, monitoring, and censoring individuals online is the most obvious form of digital authoritarianism. But this is the tip of the iceberg. Digital authoritarianism involves much more than censorship in the online space. It includes individual and mass surveillance through the use of cameras, facial recognition, drones, GPS tracking, and other digital technologies in support of authoritarian governance. It normalises constant surveillance and extinguishes expectations of privacy.

Digital authoritarianism also includes state disinformation campaigns aimed at manipulating citizens, while at the same time punishing and censoring dissenting speech on internet platforms and elsewhere under ‘fake news’ laws.

In addition to central control over internet governance and infrastructure, digital authoritarians support and co-opt their domestic technology industry to service their efforts to maintain social control and to build state capacity to bolster their legitimacy. Digital authoritarianism incorporates tech-enabled incentive and punishment systems, such as China’s social credit system, which institutionalise data transfer between private technology companies and government agencies so as to allow only compliant citizens to participate fully in society and the economy.

Digital authoritarians often adopt the principle of cyber sovereignty — control over the internet within a nation’s own borders. This runs counter to the founding principles of the internet, which are net
neutrality and the unfettered flow of information. Cyber sovereignty empowers a government to better control the information environment of its citizens, pre-empting the need to censor them.

While digital authoritarianism enables efficient state control and coercion of citizens, it also reduces the necessity to resort to coercion at all. The technology allows for less visible, more automated mechanisms of control and more subtle means of increasing self-censorship, social supervision, and reporting of fellow citizens’ behaviour through digital apps. Control of the technology sector also allows for the collection and exploitation of big data, which is fed into algorithms that are developed and used to shape economic and social interactions in ways that advance the values and norms of the governing regimes.\(^2^2\)

The digital authoritarian technology ecosystem generates massive amounts of data, which the state can then access and analyse in order to shape and control society via surveillance, propaganda, and social credit systems.\(^2^3\) An adjunct function of the big data gathered by authoritarian regimes is its integration with algorithms to develop AI, not only to monitor individuals’ whereabouts and online behaviour, but to map their relationships through link analysis, to discern their intentions or emotions using sentiment analysis, and to infer their past or future locations and actions for the purpose of regime maintenance.\(^2^4\)

According to the 2019 Freedom House annual “Freedom on the Net” report, there has been a sharp global increase in the abuse of civil liberties and human rights due to the growth of digital authoritarianism.\(^2^5\) This growth may be driven by China and Russia, but it is also exacerbated by the failure of democratic governments to regulate social media, rein in domestic anti-democratic forces, and take the lead in advocacy for international internet norms and technological standards that promote democratic values.\(^2^6\) This growing digital authoritarianism not only impairs individual rights and liberties, but also threatens to reshape the power balance between democracies and autocracies globally.\(^2^7\)
CHINA’S DIGITAL AUTHORITARIAN MODEL

China is the clear leader in tech-enabled autocracy and its model of digital authoritarianism involves the practice of many of the elements described above. The CCP uses technology to achieve social control in ways that are coercive, but also in ways that involve more subtle co-option of individuals and society. The CCP, now under the tightening control of President Xi Jinping, does this without any substantial checks and balances on its power or a civil society free to criticise or hold the government to account.\(^28\)

The CCP’s coercive use of technologies, such as online censorship and mass surveillance, are widely reported. In a recent article in The Atlantic, Ross Andersen warned of President Xi’s vision to develop China’s AI sector in order to create a “digital panopticon” — an “all-seeing digital system of social control, patrolled by precog [future vision] algorithms that identify potential dissenters in real time.”\(^29\)

China’s model of digital authoritarianism deploys its technology to suppress dissent and manufacture support. But systems and mechanisms for regime maintenance and control that are enabled via technology often piggyback onto otherwise useful tools and services.\(^30\) China also harnesses technology to bring about efficient outcomes for its citizens and to exhibit the superiority of its system, which helps the regime to stave off dissent and bolster patriotic support.\(^31\)

Big Tech

China has invested substantially in building an indigenous technology sector, with accompanying industrial policies, such as the National IT Development Strategy, Made in China 2025, and China Standards 2035. These have furthered the country’s goal of becoming a global leader in digital technology and AI, and in the process, positioned China to define global technological standards and to use its tech sector to reinforce regime durability and project the CCP’s geostrategic goals.\(^32\)

While China’s tech sector is anchored by the big three — Alibaba, Tencent, and Baidu — its start-up culture is ferocious and globally competitive. Even with a dip in venture capital investment in 2019, Chinese technology companies are among the world’s largest, most valuable, and most innovative.\(^33\) They are also leaders in research and development, with an ever-expanding global reach and influence.\(^34\) The
information transfer between these private companies and government authorities is comprehensive and systematic, and the close links between them leaves companies vulnerable to intense pressure to release data, potentially conferring on the government swift and unfettered access to personal data of increasing intimacy and breadth. Many major tech companies in China have been publicly resistant to releasing such data, but like any company operating in China they can be legally compelled to provide a backdoor for authorities to access any encrypted data. When the CCP can access such information on a broad scale, its big data analytics efforts become more robust and its AI more accurate, with limited protections for privacy or other rights.

As Samantha Hoffman, an expert on China’s digital authoritarianism, describes it, “The CCP [has used] technology to make its Gordian knot of political control inseparable from China’s social and economic development.” China imposes the same obligations on technology companies as it does on other large businesses in the country to host party committees and government officials assigned to their operations. Chinese tech companies are also required by law to cooperate in matters of national security and intelligence by way of aiding surveillance and making available their expertise, products, and data for CCP objectives. Although these companies operate on the open market, the CCP has the potential to control “any company at any time”.

Information Control and Censorship

China is known for its ‘Great Firewall’, in place since the early 2000s. This has allowed China to seal off the Chinese internet from the rest of the world and is a key element of its vision of cyber sovereignty. The Great Firewall’s foundation is an interconnected system of laws and regulations that determines acceptable and prohibited content. Bodies such as the Cyberspace Administration of China (CAC) control the internet’s infrastructure and content within Chinese borders. The ‘bricks’ of the Great Firewall include mechanisms such as IP blocking (to bar access to certain content and websites), deep packet inspection (used to examine network traffic), keyword filtering, and banning the use of VPNs (used to gain private access to sites and avoid censorship blocks). Human and artificial censors also filter and remove prohibited content.

Chinese tech companies are leading developers of various monitoring tools to aid in censorship and surveillance. Via popular apps, the government uses these technologies to monitor individuals and block access to services and communication. Unlike Western technology companies, Chinese internet platforms are monitored and controlled by the CAC, which issues licences to internet companies and oversees all internet content. Companies are expected to invest in their own technology and personnel to censor content according to CAC regulations, or face hefty fines or loss of their licences. As a result of vaguely defined guidelines, these platforms have erred on the side of extensive censorship.

Surveillance, Facial Recognition, and Big Data Collection

The mass data the CCP collects on Chinese residents includes online communication, travel logs, records on education and health, facial scans, and bio data. The data is then aggregated and synthesised by AI algorithms to keep ‘sharp eyes’ on citizens, not only to monitor, but to flag or predict problematic behaviour.

China boasts the world’s largest surveillance networks. These are made up of multiple local networks of more than 200 million closed-circuit television (CCTV) cameras in public spaces across the country, outfitted by various companies which provide the data to authorities through programs such as SkyNet, a big-data police video monitoring system. SkyNet collects images at intersections, gathering places, and checkpoints, and maps them using geographic information system
(GIS) mapping to improve real-time monitoring. The program is promoted by the government as a ‘smart city’ initiative and crime-control mechanism. But it is a constant surveillance presence coupled with facial recognition, crowd analysis, and other AI technology that can be used to monitor citizens and exert all manner of state control.

The success of SkyNet has prompted an even broader surveillance initiative, Sharp Eyes, which aims to link cameras in the ‘internet of things’ — such as in smartphones, vehicles, televisions, and appliances — with public surveillance cameras. It augments public security infrastructure by encouraging the public to be part of the surveillance system. Implemented initially in rural areas where the CCP’s coverage is thinner, Sharp Eyes makes surveillance monitoring even more extensive and precise. The CCP also has plans to use this technology for enhanced logistics and predictive policing applications to aid in state security, anti-terrorism, and criminal activity suppression.

China has made it a national priority to become a global leader in facial recognition and other AI applications. Chinese tech companies such as Megvii, Yitu, SenseTime, and others are innovators in facial recognition technology, which the CCP leverages to survey its population and project an aura of state omnipotence. Uighurs interned in Xinjiang province have been the first to feel the full weight of the CCP’s mass surveillance capabilities, aided by technology provided by companies that specialise in facial recognition and crowd analysis. But the surveillance ambitions extend beyond Xinjiang.

Social Credit Systems

The CCP has placed a high priority on developing and operationalising a national, unified social credit system to build “a Socialist harmonious society”. In 2014, the Chinese government issued its Planning Outline for the Construction of a Social Credit System (2014–2020), which laid out a comprehensive national system by establishing a credit record infrastructure network. The stated goal of the system is to promote integrity in individual and social dealings, incentivising ‘trustworthy’ behaviour and disincentivising behaviour that ‘breaks trust’. The system is not fully centralised, and citizens in China do not yet have a national assigned score, as has been frequently reported. Rather, there is a patchwork of individual systems, some run by local governments and others via private company initiatives, particularly in the financial sector, which has its own social credit systems operating alongside those employed by the central government and agencies.
The data collected on China’s residents is fed into these systems, some of which have been in place since 2009. The systems rate, reward, or punish citizens, businesses, and government agencies based on their behaviour, and provide a purportedly objective measure of ‘trustworthiness’. Points are gained or lost based on behaviour, and the resulting social credit score determines the person’s level of access to resources and privileges. Violators are publicly named and shamed. People or companies can be blacklisted for noncompliant behaviour, limiting their access to services and resources for periods of up to three years. Conversely, those with a good score or file are offered preferential treatment in education, travel, housing, employment, medical care, and even access to the internet.

While the ultimate goal of a unified national system has not yet been reached, every citizen in China does have a national credit file, and there are local level social credit systems that do assign scores. But even without a centralised individual number ranking, the national social credit system can still meet its objectives of social control. The National Credit Information Sharing Platform (NCISP), a master database controlled by the central government, is a repository of all social credit systems’ data.

Tech companies are being enlisted to develop the NCISP and various social credit scoring systems, as well as dole out rewards and punishments. Many of these companies have signed data-sharing memoranda of understanding (MOUs) with the central government. One of these is Alibaba, which has committed to sharing data and using its platform to issue penalties and rewards. Much of the data used to assess scores of individuals and companies is accessed via these companies’ technology, which tracks individuals’ actions, interactions, and movements.

Chinese technology companies have also implemented their own social credit systems. Sesame Credit is a private social credit system developed by Ant Financial, an Alibaba subsidiary, which accesses extensive user data from its parent company to help assess scores. To do this, Sesame Credit uses concrete data such as credit history, as well as more abstract measures such as personal characteristics, personal preferences, and interpersonal relationships. The implication is that a credit score can be influenced by the behaviour and score of an individual’s personal connections, thus incentivising group- and self-censorship and monitoring. For example, authorities in the Chaoyang District have an arrangement with the makers of the Qihoo 360 app so that users receive notifications when they call or are called by someone...
on a court blacklist. These private social credit systems are not yet officially part of the government systems, but there are pilot programs in some cities where Alibaba and Tencent are sharing this user data with the expectation that it will be available to the government at some point in the future.

While not yet fully integrated, these databases still serve their purpose. And because court judgments are difficult to enforce in China and there have been high profile cases of corruption, parts of the social credit schemes are broadly popular. Yet much of what accounts for trust and integrity, and good and bad behaviour, are defined by the CCP, and there is a high degree of risk that social credit systems can be used not only to sanction illegal conduct, but wielded as an instrument of social control.

Once the centralised national ranking system envisaged in the 2014 Plan is fully realised, the nationwide social credit system will hand the CCP a powerful tool for social management and ‘stability’ maintenance.
THE IMPACT OF COVID

The CCP’s emergency management response to the COVID-19 pandemic has allowed China to expand the use of its digital authoritarian mechanisms at home. Increased tech surveillance and other data collection efforts feed more data into its predictive technologies and AI algorithms, allowing them to develop faster and work better. Surveillance technology in limited use prior to the pandemic was revealed and augmented as part of the CCP’s crisis mobilisation. COVID-19 also provided an opportunity for the CCP to showcase the effectiveness of its tech-enabled authoritarian approach abroad, to counter negative perceptions of its inadequate handling of the initial outbreak. With democratic and authoritarian countries alike under unprecedented restrictions and surveillance, the stigma usually associated with such authoritarian measures has been reduced. China has exploited the unusual circumstances to promote its norms and approaches to digital rights, privacy, and data collection, as well as the development and use of AI.

Punishment

For decades, China has suppressed dissent within its borders. The coronavirus pandemic has escalated this behaviour in two ways. First, it has given China ‘cover’ for expanding its already pervasive cyber policing and invasive online surveillance. Second, it has silenced critics and quelled discussion of COVID-19 in the name of virus control, which has also had the added effect of enabling China to more easily exercise ‘discourse power’.

According to the database of the Chinese Human Rights Defenders coalition, 897 netizens have been detained, reprimanded, or punished for “spreading rumours”, “fabricating false information”, “causing panic”, “disrupting public/social order”, or “leaking privacy” in their online speech related to the COVID-19 outbreak. Those detained included citizen journalists Chen Qiushi, Fang Bin, and Li Zehua, legal advocate Xu Zhiyong, and businessman Ren Zhiqiang. Some, such as former prisoner of conscience Guo Quan and activist Xu Zhiyong, have been detained more than once. In some cases, the detentions were carried out under the guise of mandatory quarantine. Such is the case with legal scholar Xu Zhangrun, who published a critique of the Chinese government’s pandemic response and authoritarianism under President Xi. Other intellectuals have been harassed and targeted online for their criticism of the CCP in relation to the pandemic.
more are held under residential surveillance for their work storing and preserving online content critical of China’s handling of the pandemic that had been deleted or blocked by government censors.64

Censorship and Propaganda

The punishments and penalties imposed by Chinese authorities on regime critics have been targeted and draconian, such as on those who criticised the government’s treatment of Dr Li, described earlier. But the CCP’s online censorship has reached far more widely across society. Chinese internet companies are deleting or blocking posts from people who write about family members getting sick, ask for donations or assistance online, or give eyewitness accounts of overwhelming conditions at hospitals.65 A censorship testing experiment by The Citizen Lab at the University of Toronto found that WeChat and popular livestreaming app YY deleted or blocked posts relating to the virus — not just those critical of the CCP, but also more neutral messages expressing support for medical workers or sympathy for those affected by the pandemic.66

This is not the first time the CCP has imposed censorship obligations on Chinese tech companies. But the pandemic context is unique. The early outpouring of grief and anger against Chinese authorities after the initial mishandling and death of Dr Li was widespread. Even prominent party members, academics and business leaders, usually loath to publicly criticise the CCP, speculated about how China’s authoritarianism and information suppression had created the conditions for a global pandemic.67

Censorship has been even more heavy-handed than usual during the pandemic. In February 2020, the CAC announced that it would punish social media and online platforms for allowing users to publish “harmful” content or for “spreading panic” related to COVID-19. The CAC targeted internet giants Sina Weibo, Tencent, and ByteDance for “special supervision” and management. As a result, other platforms such as WeChat and YY have censored COVID-related posts preemptively, interpreting the directive broadly and erasing almost every mention of the virus.

The CCP’s thorough censorship efforts have been complemented by its vigorous propaganda. The central authorities proactively combated criticism of the CCP and its virus response through online disinformation and influence campaigns aimed at its own citizens. State-run media has trumpeted the government’s pandemic response,
calling it a model for the rest of the world. Memes circulated on the Chinese internet featuring praise for the country from the World Health Organization (WHO). Journalists have been dispatched by authorities to highlight the work of medical staff, all in an effort to vindicate the CCP’s pandemic governance model.68 This combination of censorship and propaganda by state-run media has created an information bubble that serves to insulate Chinese netizens from the outside world. It has prioritised the CCP’s narrative within China and left many unaware of growing international criticism of the CCP.69

**Surveillance, AI, and the Contribution of Chinese Companies**

Under pandemic conditions, China’s omnipresent digital surveillance system is on full display. Its capacity for surveillance combined with big data analytics has allowed it to automate contact tracing, which makes it effective from a public health perspective. It combines facial recognition technology, security cameras in both public and closed spaces, social media monitoring, telecommunications tracing, and the tracking of digital passenger information. Chinese technology companies are contributing to the data collection via GPS tracking, facial recognition software, and public temperature detection tools. The government couples this with a robust human surveillance network via its grid management system to keep tabs on its citizens, supplementing the human network of local officials with a network of residents to report those suspected of breaching quarantine rules.70

*A worker adjusts a surveillance camera outside the home of a journalist placed under quarantine in Beijing after he had visited Wuhan, 3 May 2020.*
*Image: Leo Ramirez/AFP via Getty Images.*
China’s existing digital surveillance programs have been deployed in force to combat the pandemic, and in a manner that has felt more intrusive. While surveillance cameras were already ubiquitous in the public square, the health crisis has given Chinese authorities an additional excuse to install cameras outside citizens’ front doors or even inside their residences. This is purportedly to enforce quarantines, a move formerly reserved for those who had previously been detained or lived within the Xinjiang region. While not a stated CCP policy, there have been a number of reports of local epidemic control command centres adopting such behaviour. The surveillance camera footage is then linked to police smartphones, flagging quarantine breaches and allowing police to continually monitor living quarters in an increasing invasion of citizens’ privacy. One Chinese worker, who like many others must now scan a QR code to enter their own apartment complex and workplace, said, “monitoring is already everywhere. The epidemic has just made that monitoring, which we don’t normally see during ordinary times, more obvious.”

China has also expanded its surveillance capabilities in other ways. It has deployed thermal temperature scanners and facial recognition technology at transport stations and other public places, using technology and AI from companies such as SenseTime, which claims it is able to identify individuals even when faces are partially obscured with masks.

In response to calls by central authorities for more effective tools for combating coronavirus outbreaks, other Chinese companies such as Megvii are using AI to integrate body detection, facial recognition, and body temperature. Wearable technology company KC Wearable has developed ‘smart helmets’ that it claims are able to detect individual temperatures of passers-by, scan QR codes for personal data, and recognise licence plates, as well as identify people using facial recognition software. Through efforts like these, Chinese authorities are able to collect extensive information via the government’s ‘real name’ system that requires government-issued ID to access smartphone SIM cards, sign up for social media accounts, and travel on public transport. Using location tracking and tracing through more than 200 million cameras that employ AI for facial recognition, authorities can now integrate this data with information on personal biometrics.

A number of health code apps have also been developed by tech companies at the behest of provincial government officials. These apps prompt citizens to input their personal information, answer questions related to their exposure to infected people or high-risk areas, and
provide travel logs and health status details. They are then assigned a QR code — green/orange/red — based on their calculated infection risk. Anyone without a green code is forbidden from entering stores, stations, or offices that have the system installed. Authorities say the health code apps have helped them ease lockdown restrictions, but provide little transparency on how a colour code is assigned. Some of the tracking apps have reportedly sent data to police. There is no information on how they use that information, nor how or whether the data is stored for future use.77

Contact tracing apps and other tracing technology are not problematic per se. Other countries such as Australia, South Korea, and Taiwan have introduced them.78 But unlike democracies, when an authoritarian government such as China’s uses them on such a broad scale, they are unconstrained by privacy laws, obligations of transparency, public debate, or the ability to hold government to account for any excesses. There is very little publicly available information on the Chinese apps, but they employ an invasive degree of data-mining to extract identities, locations, and even payment histories.79

The pandemic, and the imperative to control it, has stalled an emerging public debate on personal data protection.80 However, the Chinese technology companies that collect the data and provide it to government authorities have amassed huge amounts of their customers’ personal information — operating like real-time, privately run digital intelligence gathering agencies. There have been leaks of personal information and reports of surveillance overreach, notwithstanding directives from the CAC on data privacy protection.81 Despite resistance from the major Chinese tech companies to providing local authorities with consumer data from the multitude of contact tracing apps, the CCP’s pressure on those companies has meant that any gains in consumer privacy made over the past couple of years are most probably now lost.82

The concern is that the CCP will continue to use these invasive digital technologies after the emergency is over in the name of ‘stability’ management, much as China continued to expand and consolidate its public CCTV surveillance efforts in the name of security after the Beijing Olympics.83 As one activist put it:

This type of governance and thinking for dealing with the epidemic can also be used for other issues — like the media, citizen journalists or ethnic conflicts. Because this method has been used before, citizens will accept it. It becomes normal.84
Essentially, the pandemic has provided a ‘proof of concept’. It has demonstrated to the CCP and local authorities that the technology works, and that surveillance on this scale and in an emergency is feasible and effective, thus giving the CCP the confidence in its future use. It also reveals to citizens, in China and elsewhere, what is possible, perpetuating self-censorship, normalising tech-enabled monitoring and control, and inducing individuals to embrace, or at least resign themselves to, the overwhelming power of the state.

**Expansion of the Social Credit System**

The pandemic has also provided ideal conditions for exploiting and adapting the social credit system. Officials who pioneered the health code app are now exploring its other applications, such as ranking citizens with a ‘personal health index’ composed of scores based on sleep, exercise, and smoking and drinking habits. Such a ranking could be integrated into the social credit system to assess suitability for services and jobs, or for monitoring gatherings. This presents a host of opportunities for behaviour management and discrimination. Different local authorities are beginning to adapt the app, linking it to health records, access to other services, and even coupons at local stores, expanding its use for digitised social control.

While local authorities have relaxed some controls during the COVID-19 crisis, such as suspending penalties for late repayment of loans due to financial difficulties, they have incorporated new obligations and created new point scoring incentives. Companies or citizens who make a contribution to the coronavirus effort — such as working in a medical profession or manufacturing medical supplies — are granted points on their social credit score and potentially funnelled into the ‘green channel’, leading to easier administrative access and processing of administrative issues. Conversely, firms engaging in price gouging or selling counterfeit medical products are deducted points, as are individuals who hide their travel or medical information on health apps, refuse medical checks, hoard products, or participate in prohibited large gatherings.

Through these mechanisms, the pandemic has provided an opportunity for Chinese tech companies to harvest and amass significant data with no set limits on how it can be used or how long it can be stored.
DIGITAL AUTHORITARIANISM, CHINA AND COVID

Dahua Technology’s “Thermal Temperature Monitoring Solution” is capable of identifying individuals with an elevated temperature from a distance of three metres. Image: Dahua Technology handout, LewisSurveillance.com.

There is even talk now in China of establishing a SkyNet-like structure for pre-emptive virus tracking, which would create “an automatic epidemic monitoring and reporting system without any blind spots” using a “combination of new pathogen detection technology and 5G communication, big data and artificial intelligence technology”. Prominent biomedical researcher and famed ‘virus hunter’, Cheng Jing, proposed a system that would change the model of virus tracing from ‘passive’ reporting to ‘active’, with automatic and networked tracking via integrated technologies. It is being framed as a means to avoid heavy-handed future lockdown measures such as those imposed in Wuhan after the virus spread. But this would replace stringent physical lockdowns with near constant and ubiquitous surveillance in the name of preventative pandemic measures.
Just as the COVID-19 pandemic enabled China to expand surveillance and solidify its digital authoritarian regime at home, it has also provided it with opportunities to export its methods abroad — and criticise and discredit the response of democratic governments, particularly the United States, in the process. The CCP has seized on the current global disarray wrought by the pandemic, the absence of US leadership, and the Trump administration’s disorderly pandemic response, as an opportunity to strut on the world stage. Its so-called ‘wolf warrior diplomacy’ escalated during the pandemic, and it has used vigorous disinformation campaigns to deflect criticism from abroad and tout China as a leader in pandemic response and a global force for good.\(^9\)

Early evidence suggests that these techniques may have backfired in many Western democracies, with Pew surveys conducted in mid-2020 showing sharp rises in unfavourable attitudes towards China and President Xi.\(^9\) However, in other countries, including non-democracies that were more favourably disposed to China prior to the pandemic,\(^9\) China’s ‘mask diplomacy’, technology exports, and other overtures may further entrench its strong position, or at least mitigate other negative effects of China’s pandemic tactics. As Natasha Kassam noted in China File several months into the crisis, “Cambodia, Pakistan, Hungary, and Serbia are praising China’s decisive response and expressing gratitude for medical supplies. And while some mask diplomacy has failed due to a lack of quality controls, the real benefits derived in developing countries from receiving teams of medical professionals and webinars in local language shouldn’t be underestimated.”\(^9\)

**Controlling the Narrative — Wolf Warrior Diplomacy and Disinformation Campaigns**

China’s wolf warrior diplomacy has produced vehement, undiplomatic, and sometimes fantastical attempts to shape its pandemic narrative.\(^9\) The CCP has wielded its English language tabloid, the *Global Times*, forcefully. For example, a recent opinion piece attempted to deflect criticism of China’s pandemic human rights violations claiming that the criticism was:

… immoral and distorts the truth. Essentially, public health issues are not an issue of human rights. There must be efficient prevention and control … When facing the challenge of survival, the rights of individuals must be subordinated to the needs of the majority. This is the same in both Eastern
and Western ethics. When it comes to life and death, we must first solve the problem of survival before considering how to live more comfortably.98

Chinese diplomats, including Chinese deputy head of mission to Australia, Wang Xining, have not only vigorously defended China’s handling of the virus, but chastised countries such as Australia for calling for an international investigation into the origins of COVID-19, claiming it “hurt the feelings” of China. Wang was even equivocal in acknowledging that the virus started in Wuhan.99 This has become a standard talking point of Chinese officials around the world. Other Chinese diplomats have attempted to offer alternative narratives on the origins of the virus, such as foreign ministry spokesman Zhao Lijian, who tweeted conspiracy theories and suggested that US soldiers had brought the virus to Wuhan.100

Twitter announced its new public “safety” policy, targeting state-linked disinformation campaigns, on 12 June 2020. Twitter has removed more than 150 000 accounts it believes to be spreading Chinese disinformation. Image: Twitter screenshot.

China’s disinformation campaigns aimed at international audiences appear to have been highly coordinated. In June, Twitter removed 23 750 undeveloped accounts it assessed were part of an organised effort to praise China’s virus response and another 150 000 accounts boosting apparent Chinese disinformation.101 The European Commission has also accused China of running online disinformation campaigns disparaging Europe’s COVID-19 response with the aim of undermining Western democracies.102

Technology Exports and the Belt and Road Initiative

Aside from shaping the information environment and attempting to control the narrative on its pandemic response via social media, China is using both passive and active measures to export its tech-enabled surveillance response. Measures once considered extreme among non-
authoritarian governments and societies have become more normalised as the pandemic sweeps across the globe. Through state emergency powers, rights of association and movement have been severely curtailed to curb the virus’ spread in democracies and autocracies alike. Pop-up police spy stations track people breaking lockdowns, and students are observed remotely using exam monitoring software. Citizens in democracies have waved away privacy concerns in the interests of public safety, and routinely disclose location, health, and other personal data.

China is not alone in using surveillance and other technology to track and monitor citizens in an effort to contain virus outbreaks. Israel, Taiwan, India, South Korea, Poland, Australia, and other countries have rolled out COVID-19 tracing or protection apps, and used drones, mobile phone location and financial transaction data to monitor quarantine compliance and track the virus’ spread. The virus tracing apps have varying degrees of privacy protections and were rolled out quickly with little testing of their efficacy. The adoption and acceptance of immature technologies such as contact tracing apps and thermal temperature detection cameras by both governments and private companies has been swift. MIT Technology Review has compiled an active database of COVID-19 tracing apps from around the world. Of the 47 apps on the list, only 12 countries have introduced systems that meet the full five-star criteria, in that they are voluntary, have limits on how the data is used, require that data is not retained, minimise data collection, and are transparent in design and use.

The pandemic has for most citizens normalised high levels of restriction and surveillance with no indication of when those might abate. Human rights and privacy advocacy organisations have warned that these intrusions into personal liberties and rights may endure, with governments resisting political and social opposition to them even after the public health crisis subsides. At the same time, the public may become inured to more intrusive use of technology, as the world becomes increasingly digitised and automated. There is already a growing acceptance of the narrative promoted by China that privacy and human rights considerations inhibit effective public health responses.

The WHO director-general, Tedros Adhanom Ghebreyesus, has come under scrutiny for stating that “China’s speed, China’s scale and China’s efficiency … is the advantage of China’s system”, without acknowledging the damage caused by China’s initial suppression and censorship of information about the virus. Nor does this praise...
account for the hardships imposed by the severe lockdown measures. Similarly, China’s use of “big data and information technology” has been lauded in articles published by bodies such as the World Economic Forum, with little critical evaluation of its effect.\(^{110}\)

Adding to this passive creep of invasive governance, China is using the pandemic to accelerate its export of domestic digital technology, build its dominance in AI and big data, and further the goals defined in the CCP’s 2017 Cyber Superpower Strategy. This was first set out in a CCP journal article that outlined the party’s strategy for control of China’s domestic internet. Apart from encouraging tech-sector investment in AI and other technology breakthroughs, and ensuring the global influence of Chinese tech companies, it sought to promote “China’s proposition of internet governance toward becoming an international consensus”.\(^{111}\) President Xi articulated the strategy during the 19th Party Congress in 2017, which included plans to match the United States in AI innovation, quantum computing, and nanotechnology by 2025, and to lead it by 2030.

Even before the 2017 Cyber Superpower Strategy, growth of technology start-ups and AI adoption in China was remarkable. In 2015, the CCP launched Made in China 2025, an industrial policy aimed at expanding China’s tech sector and advanced manufacturing capabilities through state subsidies, intellectual property acquisition, and foreign joint ventures.\(^{112}\) The ultimate goal was to reduce China’s dependence on foreign technology and promote Chinese tech
manufacturing globally. In the handful of years since the Made in China 2025 and Cyber Superpower Strategy announcements, China has produced dozens of tech unicorns (privately owned start-up companies valued under US$1 billion). It continues its attempts to exert influence over the United Nations International Telecommunication Union regarding surveillance and facial recognition. And this year, it plans to announce its China Standards 2035 blueprint — a vision for influencing future international technology standards and interoperability.

These strategic documents demonstrate that the CCP’s investment in its technology sector is not simply about its own economic development or trade policy. Chinese tech companies and the Chinese tech sector are not acting on market imperatives alone. Despite their protestations, those tech companies are not wholly independent from the Chinese government, as discussed above and as the controversies about Huawei attest. The heavily state-sponsored tech sector serves China’s foreign policy and national security strategies. And many of the tech companies are intimately linked to China’s intelligence and national security apparatus, while others implicitly understand their acquiescence to the CCP and reliance on heavy subsidies.

In some respects, pandemic and geopolitical considerations such as the ongoing US–China tensions have had a negative impact on the Made in China 2025 strategy. They have reduced the appetites of foreign companies for engaging with China and increased their wariness about forced transfer agreements and other joint venture rules. Yet the pandemic has also allowed the CCP to expand its domestic digital surveillance and AI development and to export this technology as well. In turn, this has promoted Chinese digital authoritarian norms, technology, and AI methods, as tools of political and social control. In other words, technology with ‘Chinese characteristics’.

While China has recorded its first economic contraction in decades, its Cyber Superpower Strategy remains on track. The CCP is still investing heavily in 5G technology, surveillance infrastructure, AI, and its tech sector through China’s New Infrastructure Investments Fund as part of its post-COVID economic recovery. Through the pandemic, China has positioned itself as a world leader in tech, meeting the technological and security needs of other developing countries. For example, the KC Wearable ‘smart helmets’ — already in use in parts of China and
Dubai — have been sent to police in Italy and the Netherlands for testing.122

Police officers wearing smart helmets stand guard at Chunxi Road on 7 March 2020 in Chengdu, Sichuan Province of China. The smart helmet with an infrared camera can detect body temperature and the result can be displayed in real-time on its screen. Image: Zhang Lang/China News Service via Getty Images.

China is driving global uptake of AI surveillance technology through programs subsidised via the Digital Silk Road (DSR) — the technology component of the Belt and Road Initiative (BRI). This has generated US$17 billion in loans and investments in telecom networks, mobile payment systems, and projects such as smart cities, e-government, smart education, digital health, and other big data initiatives throughout the developing world.123

At least 80 countries from Latin America, Africa, and Asia have adopted Huawei’s Safe City solutions or other Chinese surveillance and security technology platforms.124 This excludes other imports and adoptions of other AI technology. Some of the companies importing their technologies are directly state owned (such as China National Electronics Import and Export Corporation, CEIEC). Some have been implicated in human rights violations in Xinjiang, such as Hikvision.125

China is supporting its export of technology infrastructure and equipment by offering training on its use and on cyberspace management, and allegedly even assisting other governments to spy on political opponents.126 In this way, China promotes its digital technology blueprint on AI, surveillance, privacy, rights, and technology’s use for ‘social stability’ abroad.127 Many of the importing
countries operate under authoritarian governments, which use surveillance technology for political suppression. \(^{128}\) But it is not just authoritarian states that are importing Chinese tech or conducting ‘smart city’ exchanges. In 2019, for example, the city of Darwin adopted the ‘smart city’ platform and Australian officials travelled to China to be trained on its use. \(^{129}\)

A further risk is that through the technology infrastructure they are exporting, Chinese technology companies may be compelled by the Chinese government to allow access to their data via backdoors into their systems, and to feed that data back to Chinese central authorities. \(^{130}\)

While the pandemic and subsequent economic downturn have slowed the progress on the physical infrastructure project components of the BRI, China has continued to emphasise the Health Silk Road and Digital Silk Road components of the Initiative. \(^{131}\) Recognising the accelerating migration of consumption, retail, services, and social activities in the era of physical distancing, Chinese companies will look for opportunities in the BRI, including those in medtech (medical technologies ranging from capital equipment to biomaterials and implant innovations), as well as in AI surveillance for virus tracking.

In the countries participating in the digital BRI, China is expanding more than its market share through exports of its technology, tech infrastructure, and norms. It is also broadening and deepening its ‘technospheres’ — geographic areas where China has political, economic, and data- and intelligence-gathering advantages due to its export of technology and information management control mechanisms within the BRI. \(^{132}\) These technospheres also directly provide China with that most valuable commodity — ‘the new oil’ — data. Through Digital Silk Road agreements backed by the Chinese government, Chinese companies secure legal rights to data collected via Chinese tech embedded in infrastructure projects. \(^{133}\)
IMPLICATIONS FOR DEMOCRACIES

The expansion and entrenchment of the digital authoritarianism model through the pandemic has significant implications for the health of democracy worldwide. Technology-receiving countries, especially those persuaded of the efficacy of surveillance security models, look to digital technology leaders such as China for inspiration, and for systems to adopt in their own countries. This may predispose them to support China in its efforts to secure global influence in international bodies that will shape the future norms of cyberspace, AI, and digital technologies.

For more established democracies, the creeping acceptance of digital authoritarianism risks a lapse in the regulation of technology and checks on the collection and use of personal data, and the acceptance of mass surveillance. For example, the United States, the origin of immense digital innovation, has tolerated and so far failed to regulate ‘surveillance capitalism’ — the market-driven sale of personal data.134 This failure to regulate has allowed major technology companies to amass huge amounts of information that can be deployed to condition and modify individual behaviour for profit. Democracies’ permissiveness has allowed the digital communications sector to develop in a way that has exacerbated polarisation, seeded disinformation, and compromised the value of objective facts.135

Mass surveillance and the use of facial recognition technology has increasingly become a feature of democratic societies as well — often with little public consultation or awareness. Biometric data is used for identification purposes, CCTV cameras are in place in the public square, and drones are deployed for surveillance. During the pandemic, these technologies have also been used to monitor social distancing, and to detect breaches of health safety directives.136

The COVID-19 crisis — in which democracies have come under their first extended states of emergency since the wartime era — illustrates how democratic societies can tolerate the expansion of executive power and become habituated to restrictions on liberties and increased monitoring — particularly if they are managed via inconspicuous or convenient digital technology. Many democracies have accepted new infringements on privacy, bypassing the usual legislative processes of scrutiny and consideration in the interests of pandemic mitigation.137
Cyber surveillance and data collection are being conducted to aid public health measures before adequate safeguards have been proven or guaranteed. It will be left to the vigilance of citizens, legislatures, and courts to reassert rights once the emergency is over. In an era of ‘global democratic recession’, even established democracies cannot be sanguine about maintaining civil liberties and constitutional safeguards.138
CONCLUSION

China’s pandemic response, underwritten by an expansion of its digital authoritarianism, is a critical part of its efforts to boost its footing on the world stage. With US global leadership on the retreat, but pressure on the CCP mounting, China has found an opening: highlighting the country’s success in suppressing the pandemic and encouraging other countries to deploy Beijing’s pandemic playbook. While President Trump abdicates global leadership and the United States flails in its pandemic response, China has not wavered on its strategic ambitions, nor on the future technology through which it aspires to transform the strategic stage.

The COVID-19 pandemic has already shaped the future. Among its many legacies are the normalisation of technological surveillance, the notion of the surveillance state, and China’s opportunistic advancement of its technology agenda. The onus is on democracies to do more to counter the harmful aspects of China’s global technology agenda, and to find ways to harness technology, including AI, for the global public good while preserving hard-won democratic rights and liberties.
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